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Abstract

Across languages of the world, some grammatical patterns have been argued to be more com-

mon than expected by chance. These are sometimes referred to as (statistical) language universals.
One such universal is the correlation between constituent order freedom and the presence of a case

system in a language. Here, we explore whether this correlation can be explained by a bias to bal-

ance production effort and informativity of cues to grammatical function. Two groups of learners

were presented with miniature artificial languages containing optional case marking and either

flexible or fixed constituent order. Learners of the flexible order language used case marking sig-

nificantly more often. This result parallels the typological correlation between constituent order

flexibility and the presence of case marking in a language and provides a possible explanation for

the historical development of Old English to Modern English, from flexible constituent order with

case marking to relatively fixed order without case marking. In addition, learners of the flexible

order language conditioned case marking on constituent order, using more case marking with the

cross-linguistically less frequent order, again mirroring typological data. These results suggest that

some cross-linguistic generalizations originate in functionally motivated biases operating during

language learning.
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1. Introduction

As observed by linguist Joseph Greenberg (1963), certain grammatical properties tend

to co-occur across languages. These statistical tendencies that occur with higher than

chance frequency cross-linguistically often take the form of implicational statements (im-
plicational language universals1): If a language has property A, then it will most likely

have property B. The explanation for such (hypothesized) universals has been heavily

debated in linguistics and cognitive science. Most theories agree that linguistic universals

originate at the level of the individual and suggest that language structures are shaped by

biases and limitations of human cognitive systems (Chomsky, 1965; Christiansen & Cha-

ter, 2008; Deacon, 1997; Pinker, 1984; but see Dunn, Greenhill, Levinson, & Gray, 2011;

Evans & Levinson, 2009, for arguments that language universals originate outside of the

cognitive system). Views differ, however, as to whether these biases are specific to lan-

guage (Chomsky, 1965; Fodor, 2001; Pinker, 1984) or rather arise from constraints shared

by at least some other cognitive systems such as memory or perception (e.g., Bates &

MacWhinney, 1982; Christiansen & Chater, 2008). Under the latter view, cognitively

non-arbitrary pressures on language acquisition and use shape the historical development

of languages over time, providing an explanation for cross-linguistic generalizations

(Bever, 1970; Bybee, 2007; Christiansen & Chater, 2008; Deacon, 1997; Giv�on, 1991;
Hawkins, 2004; Newport, 1981, 1990; Slobin, 1973; Zipf, 1949, for review, see Jaeger &

Tily, 2010).

One example of a linguistic universal that has been of long-standing interest in linguis-

tic typology is the inverse correlation between case and constituent order as means of

encoding grammatical function assignment.2 Typological and historical studies as well as

computational simulations have supported the hypothesized trade-off between these two

cues. For example, typological studies have found that languages with flexible constituent

order often use morphological means, such as case, to mark grammatical function assign-

ment (e.g., German, Japanese, and Russian), whereas languages with fixed constituent

order (such as English and Mandarin) often lack productive case marking (Baugh &

Cable, 1993; Blake, 2001; Sinnem€aki, 2008; for a related discussion, see also Siewierska,

1998).3 Historical studies have found that case marking and constituent order flexibility

trade off over time, such as in the historical development from Old English (a language

with flexible constituent order and rich case marking) to Modern English (a language

with fixed constituent order and a rudimentary case system) (Marchand, 1951; Sapir,

1921; Traugott, 1972; see also Tily, 2010).

However, typological and historical correlations should be interpreted with caution.

First, any approach relying solely on typological or historical data suffers from sparsity

of independent data points: Most or even all languages are more or less directly geneti-

cally related. Language contact, sometimes extending over centuries, can further diminish

independence. This drastically reduces the true effective sample size available for statisti-

cal tests of hypothesized universals (for related discussion, see Cysouw, 2010; Dryer,

1989; Jaeger, Graff, Croft, & Pontillo, 2011; Rafferty, Griffiths, & Klein, 2014). Indeed,
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recent more statistically advanced analyses that adequately discount dependencies

between languages have called into question the validity of many implicational universals

(Dunn et al., 2011; but see Croft, Bhattacharya, Kleinschmidt, Smith, & Jaeger, 2011, for

discussion). Specifically with regard to the correlation between case and constituent order

freedom, some studies have found stronger correlations between constituent order flexibil-

ity and other morphological means (e.g., agreement, Siewierska, 1998). These studies

have left open the question of whether the observed correlation between constituent order

flexibility and case marking holds once these other factors are controlled for. Similarly,

the historical link between the loss of case marking and the loss of word order flexibility

has been called into question (Detges, 2009; Pintzuk, 2002).

More important, while typological studies can uncover a correlation between biases in

individual users and patterns in cross-linguistic diversity, they cannot address questions

about the underlying causal relationship between the two. Thus, despite the long-standing

interest in the trade-off between constituent order and case marking, it is still unclear

whether this phenomenon indeed originates in biases of individual language users.

Here, we draw on an emerging complement to typological data, which allows us to

address questions about the causes of linguistic universals. The approach we employ is

miniature language learning. In this paradigm, child or adult learners are exposed to

experimentally designed languages that are small enough to be learned in the lab. In con-

trast to a typological approach, a miniature language learning paradigm does not suffer

from data sparsity: Within the limitations of the paradigm, novel data can be generated

(for a discussion of these limitations, see Fedzechkina, Newport, & Jaeger, in press). Per-

haps more important, a miniature language learning approach also allows us to directly

test hypotheses about the underlying causes of linguistic universals by studying patterns

in the acquisition and use of novel miniature languages.

Recent findings from this paradigm provide behavioral evidence for language univer-

sals. In a number of such experiments, typologically frequent patterns are learned more

easily or are preferred over cross-linguistically less frequent alternatives, thereby provid-

ing evidence for the hypothesis that patterns in cross-linguistic diversity originate as

biases in language users. For example, Culbertson, Smolensky, and Legendre (2012)

behaviorally replicate Greenberg’s universal #18. In a miniature language learning

experiment, they find that adult learners preferentially acquire languages in which adjec-

tive-noun and numeral-noun orders are harmonic (both noun-first or both noun-last); and

Culbertson and Newport (2015) show that child learners do this even more strongly. A

small but growing number of studies have observed similar parallels between typological

data and biases operating during acquisition of miniature languages (e.g., for phonology:

Finley & Badecker, 2008; Wilson, 2006; word formation: Newport & Aslin, 2004; mor-

phology: Fedzechkina, Jaeger, & Newport, 2012; Hudson Kam & Newport, 2005, 2009;

Hupp, Sloutsky, & Culicover, 2009; St Clair, Monaghan, & Ramscar, 2009; syntax: Cul-

bertson et al., 2012; Culbertson & Newport, 2015; Morgan, Meier, & Newport, 1987;

Tily, Frank, & Jaeger, 2011).

Only a few artificial language learning studies have directly addressed the role of func-

tionally motivated learning biases in shaping language structures. In previous work, we
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have studied one instance in which we hypothesized that grammatical properties associ-

ated with efficient communication originate at least in part in acquisition. Fedzechkina

et al. (2012) presented adult participants with miniature languages that had flexible con-

stituent order and optional case marking on either the object or the subject of the sen-

tence, which also varied in animacy. Natural languages tend to use case marking

efficiently—that is, they typically condition case marking on semantic properties of the

referent, such as animacy, and employ overt case marking when these semantic properties

are more likely to bias the listener away from the intended interpretation (cf. Kurumada

& Jaeger, 2015). The artificial languages used by Fedzechkina et al. (2012) differed from

naturally occurring ones in that they did not condition the use of case marking on the ref-

erent’s animacy. However, learners did not acquire these inefficient morphological sys-

tems veridically. Instead, learners deviated from the input and used more case marking

for animate (atypical) objects than for inanimate (typical) objects, making the case sys-

tems more efficient (Gibson et al., 2013; Jaeger, 2010; Kurumada & Jaeger, 2015) and

more in line with typological data (Aissen, 2003; Fry, 2003; Lee, 2006; Silverstein,

1976).

Here, we extend this line of research to ask whether typological patterns of cue trade-

offs at different levels of linguistic organization (e.g., syntax and morphology) can also

be explained by preferences for efficient communicative systems. We present new evi-

dence that the inverse correlation between case and constituent order flexibility emerges

during language learning. This, we argue, can be understood as a trade-off between effort

and robust information transmission (cf., J€ager, 2007; Kurumada & Jaeger, 2015; Zipf,

1949). In languages with relatively fixed constituent order, the ordering of arguments is

highly informative about their grammatical function (which is the subject and which is

the object of the clause). Hence, there is little uncertainty about the intended meaning

after hearing a sentence in such a language (formally, the conditional entropy over gram-

matical function assignments is low), and morphological marking would provide little

additional information beyond that conveyed by constituent order. In languages with flex-

ible constituent order, however, the ordering of arguments alone leaves greater uncer-

tainty about the intended grammatical function assignment. For such languages,

morphological marking is an informative cue to grammatical function. In both types of

languages the effort required for the production of morphological marking is identical;

but the utility of morphological marking—that is, the trade-off between production effort

and the likelihood of successful message transmission—is higher in flexible constituent

order languages (for related arguments, see also Haspelmath, 1999; Hawkins, 2004; J€ager,
2007; Kurumada & Jaeger, 2015; Tily, 2010).

Similarly—and discussed in more detail below—there is an inverse correlation between

case marking and constituent order flexibility and learnability: Flexible constituent order

languages are learned more successfully by connectionist networks if case marking is

available (Lupyan & Christiansen, 2002; Van Everbroeck, 2003). The current work tests

whether these simulations are supported by data from human language learners.

As in our earlier work (Fedzechkina et al., 2012), we test whether learners exposed to

a communicatively imperfect input language will deviate from their input to “improve”
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the language, and whether they will do so by reducing average production effort, reduc-

ing average uncertainty about the intended meaning, or both. The present experiment tests

this prediction by directly investigating the trade-off between constituent order (a syntac-

tic cue) and case marking (a morphological cue). We further investigate how case is used

in the flexible constituent order language. We ask, in particular, whether learners increase

communicative success by favoring robust information transfer over effort and regularize

case marking in the language overall, or whether they favor an efficient balance between

these two goals by conditioning case marking on constituent order.

2. Method

2.1. Participants

Monolingual native speakers of English were recruited from the University of Roche-

ster. Recruiting and execution of this study were approved by the Research Subjects

Review Board of the University of Rochester. Following our previous work (Fedzechkina

et al., 2012), recruitment continued until the number of participants who successfully

learned the miniature languages reached 20 in each condition. A total of 52 volunteers

were recruited for the experiment, all of whom received $25 for their time. Twelve par-

ticipants were excluded from the analysis for the following reasons: failure to achieve

65% accuracy on the comprehension test (10 participants); computer error (1 participant);

being bilingual (1 participant). This left the data from 40 participants for the analysis.

2.2. Design and materials

Each of the two miniature artificial languages contained 10 novel content words (4

verbs and 6 nouns) and a case marker “kah” (see Table 1). All words were phonotacti-

cally legal non-words of English. Individual words were synthesized using the AT&T

speech synthesizer (voice “Crystal”) and concatenated into sentences with 35 ms silence

between the words using Praat (Boersma, 2001). This procedure ensured that the stimuli

did not contain prosodic cues to sentence meaning. All sentences described short videos

created using Poser Pro software that depicted simple transitive events such as “hug” or

Table 1

The artificial lexicon

Nouns Verbs Case Marker

glim geed kah

flugit kleidum

spad zamper

bliffen shen

norg

melnawg

M. Fedzechkina, E. L. Newport, T. F. Jaeger / Cognitive Science (2016) 5



“poke” performed by two male actors such as “chef” or “referee” (see Fig. 1 and Fig. 2

for example stimuli).

All verbs occurred equally frequently within each language overall and with each con-

stituent order allowed by the language. All nouns occurred equally often in the subject

and object position with each verb.

Participants were randomly assigned to one of the two language conditions. Both lan-

guages contained optional case marking: 67% of all objects were marked with a case

maker “kah” and 33% of objects had no overt marking. Subjects were never case marked

in either of the languages. Both languages had head-final constituent order (i.e., the verb

followed both the subject and the object). This constituent order was chosen since it is

cross-linguistically more common in languages with a case system (Dryer & Haspelmath,

2011; Greenberg, 1963).

The two languages differed in their constituent order consistency (and therefore in the

amount of information that constituent order conveyed about sentence meaning). In the

flexible constituent order language, subject-object-verb (SOV) and object-subject-verb

(OSV) orders occurred equally frequently in the input. Thus, in this language, constituent

order was uninformative about grammatical function assignment, and case marking added

important information for decoding sentence meaning. The fixed constituent order lan-
guage did not contain constituent order variation: SOV constituent order occurred in

Fig. 1. Illustration of form to grammatical function mappings in two extreme scenarios (completely fixed

and completely free constituent order languages) in the experiment. Pictures are still images of sample videos

with their descriptions in the miniature language (not shown to participants). Arrows indicate form to mean-

ing mappings in the two languages. Solid arrows indicate one-to-one form-meaning mappings such as in the

absence of constituent order variation or in the presence of case marking (underlined). Dashed arrows indi-

cate one-to-many form-meaning mappings, such as in the absence of case marking for variable constituent

order. The strikethrough form refers to the ungrammatical (OSV) sentences in the fixed (SOV-only)

language.
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Fig. 2. Experimental procedure. Pictures are still images of sample videos used in the experiment.
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100% of the input sentences. In this language, constituent order was highly informative

and always disambiguated grammatical function assignment; case marking was a redun-

dant cue to grammatical function.

If language acquisition is indeed biased toward efficient communicative systems, we

expect this to be reflected in the languages that learners acquire. This makes two predic-

tions. First and most important, we predicted that learners would use more case marking

when it is informative of grammatical function assignment (flexible constituent order lan-

guage) than when it is a redundant cue (fixed constituent order language). Second, if

learners strongly disprefer to expend effort when it is not required for successful commu-

nication, we might see that the redundant case marking is more frequently omitted by

learners of the fixed constituent order language, compared to the input language.

2.3. Procedure

The procedure was adopted from Hudson Kam and Newport (2005, 2009). At the

beginning of the experiment, participants were informed that they would be learning a

novel “alien” language by watching short videos and hearing their descriptions in this

language, but they received no explicit instructions about the structure of the language.

Participants completed three experimental sessions (each lasting 30–35 min) spread

over 3 days, with at most 1 day between the sessions. During each visit, participants

completed a series of exposure and test blocks that focused on noun and sentence learn-

ing. All sessions followed the same overall procedure; the number of blocks, however,

differed from session to session (Fig. 2).

2.3.1. Noun exposure and tests
2.3.1.1. Noun exposure: Each experimental session began with a noun exposure block, in
which participants were presented with pictures of characters accompanied by their names

in the novel language and were instructed to repeat the names to facilitate learning.

2.3.1.2. Noun comprehension: The two-alternative forced-choice noun comprehension
block followed. Participants heard a name of a character in the novel language accompa-

nied by two pictures and were asked to choose the correct picture. Feedback was pro-

vided after each trial.

2.3.1.3. Noun production: Participants were shown pictures of characters one at a time

and asked to provide a label for them in the novel language. Feedback on correctness

was provided on each trial.

Noun exposure and comprehension blocks included 12 trials each on Day 1 and 6

trials each on Days 2–3. The noun production block included 6 trials on all days of train-

ing. On Day 1, the three blocks were repeated immediately after completion of the noun

production test. The noun exposure and comprehension blocks were also presented imme-

diately before the sentence production test. On Days 2–3, participants completed only the

noun production block before the sentence production block.
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2.3.2. Sentence exposure and tests
2.3.2.1. Sentence exposure: The sentence exposure block followed noun exposure and

tests on all days of training. Participants were shown short computer-generated videos

accompanied by their descriptions in the novel language and were asked to repeat the

descriptions out loud to facilitate learning. The video and sound stimuli were presented

simultaneously; the description was played as the action unfolded. Participants were

allowed to view the action and listen to the novel description as many times as they liked

during the first sentence exposure block on Day 1; replay was disabled for all other

blocks during the experiment.

2.3.2.2. Sentence comprehension: On all days of training, sentence exposure was fol-

lowed by a sentence comprehension block. On each trial, participants were shown two

previously unseen videos accompanied by a sentence in the novel language. Both videos

depicted the same action performed by the same characters, but the roles of the actor and

patient were reversed in the two videos. Participants were asked to choose the video that

best matched the sentence they heard. No feedback on correctness was provided during

the test. On all days of training, participants were presented with two sets of two sentence

exposure blocks and one sentence comprehension block (24 trials each).

2.3.2.3. Sentence production: Each experimental session ended with a sentence produc-
tion block (48 trials total). Participants viewed previously unseen videos and were asked

to describe them in the novel language. To facilitate production, participants were audito-

rily presented with a novel verb prompt. No feedback was provided during this test.

3. Results

Before turning to the central prediction of this study—differential case marker use

depending on constituent order flexibility—we describe how our data were scored and

discuss learners’ overall performance. Then we analyze case marking preferences in par-

ticipants’ productions. To more fully capture how language learners are affected by the

hypothesized bias to trade off robust information transmission against production effort,

we provide several complementary analyses. First, we present the most common type of

analysis—analyzing patterns of case use across participants. This provides a clear picture

of how learners change the use of case marking in their productions compared to the

input they receive. This analysis, however, does not capture the joint effect of constituent
order and case marking in the hypothesized trade-off. There are many ways to make the

input languages more communicatively efficient, and the most efficient use of case mark-

ing also depends on how each individual learner uses constituent order. For example,

some learners might create more communicatively efficient languages by fixing con-

stituent order and dropping case marking, whereas others might maintain constituent

order variation and add case marking. Indeed, we observe considerable individual differ-

ences between learners in both constituent order and case marking preferences. This leads
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us to suggest a unifying information-theoretic approach that will directly assess the extent

to which participants trade off effort against robust information transmission through the

joint use of constituent order and case marking.

3.1. Scoring

3.1.1. Comprehension accuracy
Participants who did not achieve 65% accuracy on the comprehension test on the final

day of training were removed from the analysis. For this purpose we analyzed responses

only on case marked (i.e., unambiguous) trials. This excluded 10 participants, all in the

flexible order language. This is not surprising since participants were monolingual native

speakers of English, a language that has no constituent order variation or case marking.

This makes the flexible order language considerably harder to learn.

For the remaining 40 participants, mean comprehension accuracy was 97% across lan-

guages (99% for the fixed constituent order language and 96% for the flexible constituent

order language) on the final day of training. The results reported below did not change

when participants who failed to pass the 65% comprehension accuracy criterion were

included in the analysis.

3.1.2. Production accuracy
For each trial, we scored constituent order used in the utterance, the presence of case

marking on the object, lexical (using incorrect vocabulary), and grammatical mistakes

(using a constituent order not allowed by the language or using a case marker on a con-

stituent other than the object). On a small number of utterances, participants mispro-

nounced the name of a referent or an action. If it was impossible to determine the

constituent order used in the utterance (e.g., when both referent names were mispro-

nounced), the production was scored as both lexically and grammatically incorrect. If it

was still possible to determine the constituent order used in the utterance (e.g., the name

of only one referent was incorrect), the production was coded as a lexical mistake and

was scored for grammatical accuracy.

Both languages were acquired with a high degree of accuracy. On the final day of

training, participants made 1.3% lexical mistakes across languages (1% in the fixed con-

stituent order language and 1.6% in the flexible constituent order language) and 6.2%

grammatical mistakes (all in the flexible constituent order language), suggesting that the

task was feasible for our participants. All analyses reported below are based on grammati-

cally correct productions only. The same results were obtained when productions contain-

ing lexical mistakes were also removed from the analysis.

3.2. Constituent order in production

Since learners in our experiment received no instruction as to which structures to use

in their own productions, they could have made languages more efficient by changing the

amount of constituent order flexibility allowed in the languages (e.g., by making the flexi-
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ble constituent order language more fixed or the opposite) or by differentially using case

marking depending on the language condition. Learners did not vary the constituent order

properties of the input languages (see Fig. 3): Participants in both language conditions

maintained the input constituent order proportions on all days of training.

Having established that learners acquired the meaning of case marking in our experi-

ment and matched the constituent order distribution in the input, we now turn to the anal-

ysis of case marker preferences. We first explore the main prediction of this study—
whether learners use case marking differentially depending on the amount of constituent

order variability in the language. We then turn to a more detailed analysis of how case

marking is used.

3.3. Case marker use in production

The central prediction of this study is that language learners are biased against exces-

sive redundancy in linguistic systems and use additional cues to grammatical function

only if the existing cues do not provide sufficient information for successful recovery of

sentence meaning. Note that while we expect learners to trade off the information pro-

vided by cues to sentence meaning, we do not expect them to completely remove all

redundancy from the grammatical system. That is, we hypothesize differential case mar-

ker use depending on the amount of constituent order flexibility allowed by the language,

but not the categorical absence of case marking in the fixed constituent order language.

Some amount of redundancy is expected in an efficient linguistic system since communi-

cation takes place in the presence of noise and thus each of the probabilistic cues to

grammatical function assignment has a certain probability of being misperceived during

communication.

To test this prediction, we used a mixed logit model (Breslow & Clayton, 1993; Jae-

ger, 2008) to regress the presence of case marking on the object onto full factorial design

(all main effects and interactions) of language condition (fixed vs. flexible constituent

Day of Training
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flexible

Fig. 3. Constituent order use by language condition. The error bars represent bootstrapped 95% confidence

intervals. The dashed lines indicate the input proportions (different across conditions).
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order) and day of training (1–3). All analyses reported below contained the maximal ran-

dom effects structure justified by the data based on backward model comparison. All

results also hold when the fullest converging random effects structure is used.

There was a significant main effect of language condition (see Fig. 4): Learners of the

flexible constituent order language used significantly more case marking in their produc-

tions than learners of the fixed constituent order language (b̂ ¼ 1:45, z = 2.24, p < .05).

Language condition interacted with Day 2 (b̂ ¼ 0:46, z = 3.4, p < .001) and Day 3 of

training (b̂ ¼ 0:25, z = 2.75, p < .01). Simple effects test revealed that the difference

between the two language conditions (fixed vs. flexible constituent order) was significant

on Day 2 (b̂ ¼ 1:65, z = 2.5, p < .05) and Day 3 (b̂ ¼ 1:94, z = 2.72, p < .01) of train-

ing. Thus, as predicted, learners of the flexible constituent order language were more

likely to use case marking.

Second, we also predicted that learners of the fixed constituent order language would

reduce the amount of case marking compared to the input, as the production of case con-

sumes effort but adds no information above that already conveyed by constituent order.

Indeed, learners of the fixed constituent order language used case marking in their own

productions significantly below the input on all days of training, supporting our hypothe-

sis (Day 1: 50% case marking in production, marginally lower than 67% input proportion

[Wilcoxon Signed-Rank test over by-participant proportions: V = 59, Z = �1.73,

p = .08]; Day 2: 45% case marking in production, significantly lower than the input

[V = 44, Z = �2.06, p < .05]; Day 3: 41% case marking in production, significantly

lower than the input [V = 37, Z = �2.56, p < .05]).

With these two basic predictions confirmed, we next investigated in more detail how
speakers of the flexible order language used case marking.

3.4. How is case marking used in the flexible order language?

There are at least two ways in which learners could increase the robustness of informa-

tion transmission in the flexible order language. First, learners can regularize case mark-

Day of Training

%
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40
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80

100

1 2 3

Word order
fixed

flexible

Fig. 4. Case marker use by language condition. The error bars represent bootstrapped 95% confidence inter-

vals. The dashed line represents the input proportion (equal across conditions).
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ing in the language overall (i.e., produce it more frequently than in the input overall).

This change would increase production effort compared to the input since all objects will

be case-marked. Alternatively, learners could condition case marking on constituent order

—for example, by always using it with one variant but never with the other (perfectly

asymmetric case marking). This would result in low uncertainty about the intended mean-

ing since the absence of case marking in this instance is highly informative of grammati-

cal function assignment. Crucially, this latter strategy is more efficient than the former

since it reduces case marking to a subset of all sentential objects. This makes asymmetric

case marking a more robust system without a concomitant increase in effort compared to

the input. Note that even imperfect case marking asymmetry (i.e., marking objects more

often in one constituent order than the other) can reduce the uncertainty about grammati-

cal function assignment compared to perfectly symmetric case marking. Next we explore

which of these strategies learners used in our experiment.

Overall, the use of case by learners of the flexible constituent order language was the

same as in the input on all days of training, suggesting that learners did not adopt the full

case regularization strategy (Day 1: 55% case marking in production, not significantly

different from 67% input proportion [Wilcoxon Signed-Rank test over by-participant pro-

portions: V = 69, Z = �1.34, p = .18]; Day 2: 72% case marking in production, not sig-

nificantly different from the input [V = 142, Z = 1.38, p = .17]; Day 3: 71% case

marking in production, not significantly different from the input [V = 130, Z = 0.93,

p = .36]).

Did learners prefer a more efficient strategy of conditioning case on constituent order,

leading to asymmetric case marking? We regressed the presence of case marking onto

constituent order (SOV/OSV), day of training (1–3), and their interaction. Learners did

not use case marking uniformly across the two constituent orders, but instead produced

case significantly more often in OSV sentences (b̂ ¼ 1:11, z = 17, p < .001; see Fig. 5).

A significantly higher proportion of object case marking in OSV sentences compared to

SOV sentences was observed on every day of training (simple effects for Day 1:

[b̂ ¼ 1:53, z = 12.6, p < .001]; Day 2 [b̂ ¼ 0:9, z = 8.6, p < .001]; Day 3 [b̂ ¼ 0:91,
z = 8.23, p < .001]). We also compared learners’ case use to the input: They produced

significantly more case marking than the input in OSV sentences and tended to match the

input proportion of case marking in SOV sentences on most days of training (for OSV

sentences: Day 1: 81% case marking in production, significantly higher than 67% input

proportion [Wilcoxon Signed-Rank test over by-participant proportions: V = 165,

Z = �2.28, p < .05]; Day 2: 86% case marking in production, significantly higher than

the input [V = 177, Z = 3.31, p < .001]; Day 3: 85% case marking in production, signifi-

cantly higher than the input [V = 158, Z = 2.56, p < .05]; for SOV sentences: Day 1:

28% case marking in production, significantly lower than 67% input proportion [V = 33,

Z = �2.7, p < .01]; Day 2: 54% case marking in production, not significantly different

from the input [V = 60, Z = �1.41, p = .16]; Day 3: 55% case marking in production,

not significantly different from the input [V = 69, Z = �1.04, p = .3]).

The analyses presented so far provide evidence in support of the hypothesis that learn-

ers trade off robust information transmission against production effort. In understanding
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how languages change over time as a function of this pressure, it is also of interest to

understand individual learners’ behavior. It is possible, for example, that all learners fol-

low the same overall preference in constituent order and case marking use. Alternatively,

all learners could follow the same general bias to balance effort and informativity, but do

so in a variety of different ways. This would highlight the role of individual innovations

in language change. Yet another possibility is that the across-participant averages we

have discussed so far draw a misleading picture: It is theoretically possible that individual

participants never exhibit the hypothesized trade-off.

In the next two sections, we first illustrate that a high degree of between-participant

variability applies to our data, as is typical in this type of experiments (Culbertson et al.,

2012; Fedzechkina et al., 2012; Hudson Kam & Newport, 2005, 2009): Learners had dra-

matically different case marking and constituent order preferences. We then present a

novel information-theoretic perspective on the data showing that the superficially differ-

ing individual strategies are guided by a single underlying principle of trading off effort

against robust information transmission.

3.5. Individual learners’ preferences

There was considerable between-participant variation both in constituent order and case

marking preferences. We describe these variable patterns in turn. While the majority of

learners of the flexible order language matched the input distribution of constituent order

(see Fig. 6), a number of learners substantially deviated from the input either in the direc-

tion of SOV or OSV. In particular, three learners adopted SOV as the dominant con-

stituent order in their productions and five learners regularized OSV constituent order; the

remaining participants tended to stay close to the input. There was no between-participant

variability in the fixed constituent order language: All learners used exclusively SOV con-

stituent order in their productions. This learning outcome is in line with prior work sug-

gesting that learners acquire consistent input very well and are not likely to introduce
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Fig. 5. Case marker use by sentence constituent order (flexible constituent order language). The error bars

represent bootstrapped 95% confidence intervals. The dashed line represents the input proportion (equal

across constituent orders).
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innovations into a perfectly consistent linguistic system (e.g., St Clair et al., 2009; Tily

et al., 2011).

There was also considerable variation in case marker preferences among individual

participants in the two languages (see Fig. 7). While the majority of learners of the fixed

constituent order language produced case marking below the input (and eight learners

never used case marking at all), three participants produced substantially more case mark-

ing than the input proportion. Similarly, in the flexible constituent order language, most

learners tended to produce case above the input (and several learners used it in all their

productions), whereas one learner never used case and five learners produced case mark-

ing below the input.

3.6. A unifying information-theoretic perspective on individual differences

Individual preferences discussed above provide further support for the hypothesis that

learners trade off production effort against robust information transmission. While the

majority of learners of the fixed constituent order language produce case below the input

proportion, learners of the flexible order language produce case above the input. These

data, however, do not show a complete picture since communicative efficiency of the

acquired languages ultimately depends on learners’ joint case and constituent order

preferences. For example, the efficiency of case marker regularization in the flexible

constituent order language would vary depending on learners’ constituent order prefer-

ences: While it is efficient to maintain or regularize case in the presence of constituent

order variability, it would not be an efficient innovation if constituent order variability is

eliminated.
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Fig. 6. Constituent order preferences of individual learners on the final (third) day of training in the fixed

(top panel) and flexible (bottom panel) constituent order languages. The dashed lines indicate the input pro-

portion.
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To address learners’ joint case marker and constituent order preferences, we introduce

a new perspective on our data that lets us directly assess whether learners strive to bal-

ance effort and uncertainty about the intended meaning, independent of the means by

which they achieve it (i.e., independent of whether they, for example, fix constituent

order, regularize case marking, or condition case marking on constituent order). For this

purpose, we estimated production effort and the amount of uncertainty about grammatical

function assignment for each language acquired by individual participants.

We formalize production effort as the average number of syllables per sentence.4 As

shown in Fig. 8, the two input languages in our experiment have the same amount of

effort (ranging from 3 to 7 syllables per sentence, with a mean of 5.15) since they use

the same artificial lexicon and have the same amount of case marking in the input.

The average uncertainty about grammatical function assignment experienced by the lis-

tener who has a perfect knowledge of the grammar used by the speaker was captured as

conditional entropy over grammatical function assignments (GF):

HðGFjsent.formÞ ¼ �
X

GFs

X

sent:forms

p sent.form,GFð Þ � log2pðGFjsent.formÞ

where the sum is over grammatical function assignments (subject-object, object-subject)

and three possible sentence forms in the languages (NP1-no case NP2-case; NP1-case

NP2-no case; NP1-no case NP2-no case).

In our languages, the conditional entropy of grammatical function assignment was 0

bits for sentences with case-marked objects and for all sentences if there was no con-

stituent order variation in the language.5 Thus, the fixed order input language had mini-
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mal weighted conditional entropy of 0 bits as it contained no constituent order variation.

In the flexible order input language, 67% of sentences were case-marked and thus

resulted in the conditional entropy of 0 bits. Also, 33% of input sentences were not case-

marked and thus resulted in the conditional entropy of 1 bit, since SOV and OSV con-

stituent order variants occurred equally often in the input. Thus, the average weighted

conditional entropy of the flexible constituent order language was 0.33 bits

(1*0.33 + 0*0.67).
As expected under our hypothesis, learners systematically deviated from the input

toward languages that balanced effort and uncertainty about sentence meaning more effi-

ciently (see Fig. 8). As predicted, by dropping redundant case marking in their produc-

tions, learners of the fixed constituent order language converged on a language that had

lower average effort compared to the input. The output language produced by learners of

the flexible constituent order language tended to have lower weighted conditional entropy

of grammatical function assignment compared to the input without a concomitant increase

in effort. This behavior highlights the benefit of asymmetric case marking: For the same

overall effort, entropy reduction is larger for systems that have asymmetric case marking

compared to systems with symmetric case marking (i.e., case marking independent of

constituent order) for the same overall constituent order proportion (see Fig. 8).6

3.6.1. Between-participant variability revisited from an information-theoretic perspective
The analysis of individual participants’ productions further highlights the benefits of

understanding learners’ behavior as a function of effort and uncertainty reduction. As

Fig. 9 shows, the majority of learners of the fixed constituent order language followed

Fig. 8. Uncertainty versus production effort trade-off on the final (third) day of training. Diamonds with red

borders represent input languages. Solid circles represent mean output languages produced by participants.

Open diamonds represent what the output languages produced by participants would look like if they con-

tained the same overall proportions of constituent order and case marking as the actual output, but used them

independently (i.e., did not condition case marking on constituent order). The error bars represent boot-

strapped 95% confidence intervals.
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our prediction and reduced effort without increasing uncertainty. All learners of this lan-

guage produced languages that had zero conditional entropy of grammatical function

assignment, and 14 (of 20) learners reduced effort compared to the input.

In the flexible constituent order language, there was an overall strong bias to reduce

uncertainty: 12 of 20 participants produced languages that had zero conditional entropy

of grammatical function assignment (see Fig. 9) and 5 of the remaining 8 learners pro-

duced languages with lower uncertainty than in the input. Only 3 participants increased

conditional entropy of grammatical function assignment. However, all of them did so

while decreasing effort.

Overall, the preference to reduce uncertainty in grammatical function assignment was

stronger than a preference to reduce effort: Effort increases were acceptable as long as

conditional entropy of grammatical function assignment was reduced. However, if

uncertainty about grammatical function assignment was increased, there was a clear pref-

erence to reduce effort.

In summary, instead of veridically reproducing the input language, which did not trade

off effort against robust information transmission efficiently, participants in our experi-

ment introduced innovations into the acquired language that increased its efficiency.

Learners did not differ in whether they followed this bias; they only differed in how they
weighted the two opposing pressures. This suggests that, despite the fact that learners

employ vastly differing strategies, their learning outcomes are guided by a deeper abstract

principle of a trade-off between robust information transmission and effort.

4. Discussion

Our findings add to the growing body of research showing that learners preferentially

acquire and regularize typologically frequent patterns (Christiansen, 2000; Culbertson

et al., 2012; Fedzechkina et al., 2012; Finley & Badecker, 2008; Morgan et al., 1987;

Newport & Aslin, 2004). Learning outcomes in our experiment parallel synchronic and

diachronic cross-linguistic phenomena, thereby providing converging evidence that these

patterns are not due to chance.

Even though learners of both languages were exposed to the same amount of case

marking in the input, we observed differential learning outcomes depending on the lan-

guage condition that followed the typological correlation between constituent order flexi-

bility and case marking. Learners of the fixed order language tended to drop case

marking in their productions, paralleling the lack of case systems in fixed constituent

order languages like English or French. Learners of the flexible order language, however,

retained case marking in their productions, mirroring flexible constituent order languages

like Latin or Russian that typically have a case system.

Learning outcomes in our experiment also parallel diachronic typological patterns, such

as, the change from Old English (a language with flexible constituent order and a rich

case system) to Modern English (a language with fixed constituent order and no case sys-

tem). Whether the historical loss of case marking precipitated (Marchand, 1951; Sapir,
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1921) or followed constituent order fixing (Lehnert, 1957) is a matter of debate, and our

current results are unable to tease apart these two alternatives. Under our hypothesis,

however, both paths should result in the same outcome: Learners of a flexible order lan-

guage should maintain constituent order flexibility if this language has a case system

(cf. Old English) and gradually lose it if this language has no case system (cf. Modern

English).

Interestingly, learners of the flexible order language did not fix or even regularize con-

stituent order. One reason for this might be that changes to constituent order result in lar-

ger perceptual deviance from the input distributions, but future work is necessary to

address this question.

The overall picture emerging from individual learners’ performance suggests that the

preference to balance robust information transmission and effort is indeed in play during

language acquisition (Aylett & Turk, 2004; Gibson et al., 2013; Jaeger, 2010; J€ager,
2007; Kurumada & Jaeger, 2015; see also Lindblom, 1990). Our findings provide insight

into linguistic diversity: For any grammatical system, the general principle of trading off

robust information transmission and effort can manifest itself in a variety of ways. Which

of them would survive at the population level and eventually become part of the grammar

depends on a variety of factors, including the inherent efficiency of the innovation, other

properties of the linguistic system, historical factors such as language contact (Heine,

2008), and social factors such as social influences of a person creating the innovation

(Nettle, 1999).

In the remainder of the article, we first discuss some of our findings in more detail,

and in particular learners’ preference to use more case marking in OSV sentences. We

then address outstanding questions for future work. Specifically, we situate our find-

UNCERTAINTY (avg. entropy, bits)

E
FF

O
R

T 
(a

vg
. #

 s
yl

la
bl

es
/s

en
te

nc
e)

4.6

4.8

5.0

5.2

5.4

0.0 0.2 0.4 0.6 0.8 1.0

Word order
fixed

flexible

Fig. 9. Uncertainty versus production effort trade-off on the final (third) day of training. Diamonds with red

borders represent input languages. Solid circles represent mean output languages produced by participants.

Open circles represent language outputs produced by individual learners. The error bars represent boot-

strapped 95% confidence intervals.

M. Fedzechkina, E. L. Newport, T. F. Jaeger / Cognitive Science (2016) 19



ings in a broader literature on deviations from the input in adult artificial language

learning and consider possible mechanisms underlying the learning outcomes observed

in our experiment. We conclude with a discussion of how the logic of the arguments

presented in this paper can be extended to a broader range of cues to grammatical

function assignment, beyond the interaction between case marking and constituent

order.

4.1. Conditioned variability

Learners of the flexible order language chose to condition case marking on con-

stituent order rather than to regularize case marking in the language to 100%. These

results corroborate prior work showing that adult learners prefer linguistic systems that

contain conditioned variability over systems with no variability (Smith & Wonnacott,

2010; but see Hudson Kam & Newport, 2005, 2009, for the opposite findings in chil-

dren). This learning outcome conceptually replicates our previous findings with different

miniature languages (Fedzechkina et al., 2012), where learners conditioned case marking

on the arguments’ animacy. Learning behavior in our experiment points to a preference

for another cross-linguistically frequent property of human language—a tendency to

avoid free variation in which several competing forms carry the same meaning in simi-

lar contexts. Instead, languages tend to have predictable variation by conditioning the

use of competing forms on semantic, pragmatic, phonological, and other factors (Giv�on,
1985).

Conditioned variability in our experiment increases communicative success without a

concomitant increase in production effort. In a language that conditions case marking on

constituent order, not all sentential objects need to be marked but sentence meaning can

be reliably inferred when case markers are not present. While the same increase in com-

municative success would be gained by conditioning case marking on either SOV or

OSV order, learners in our experiment consistently used case more often in OSV sen-

tences. What can account for this preference?

It is possible that this behavior is associated with OSV being a non-canonical con-

stituent order. Even though OSV and SOV constituent orders occurred equally fre-

quently in the input and in participants’ productions, OSV constituent order is

typologically rare and is uncommon in English. The increase in case marking in OSV

sentences could thus be a consequence of increased utterance planning difficulty for

non-canonical structures (Ferreira, 1994; Urosevic, Carello, Savic, Lukatela, & Turvey,

1981). Alternatively, producers might prefer to mark structures that are less expected

for the comprehender (in this case, less expected cross-linguistically or in the native

language), thereby facilitating comprehension (cf. Aissen, 2003; Bybee & Hopper,

2001; Haiman, 1983; Jaeger, 2013; J€ager, 2007). Finally, the preference to use more

case in OSV sentences might reflect a bias to maximize the number of linguistic depen-

dencies processed at each point in time (cf. “Maximize On-line Processing” principle

that is observed both in natural language production and typological distributions; Haw-

kins, 1994, 2004; Nichols, 1986). Because our input languages only have object case
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marking, case would provide the earliest point of disambiguation in OSV sentences and

allow for correct parsing commitments early on. Thus, it is possible that learners pref-

erentially restructured the input language in such a way as to put more informative

cues earlier in the sentence. This interpretation of our results parallels the developmen-

tal literature showing that young learners are highly sensitive to the order of cues to

sentence meaning and disproportionally rely on early arriving cues when making pars-

ing decisions (Choi & Trueswell, 2010; Snedeker & Trueswell, 2004; Trueswell,

Sekerina, Hill, & Logrip, 1999). Similarly, early arriving cues also appear to be

acquired more easily and accurately both in first language acquisition (Trueswell, Kauf-

man, Hafri, & Lidz, 2012) and in laboratory miniature language learning experiments

(Pozzan & Trueswell, in press). The three explanations outlined above are mutually

compatible, and future work is necessary to assess their validity.

4.2. When are deviations from the input expected?

Our results add to the growing body of research investigating the circumstances under

which learners are likely to deviate from the input they receive. Adult learners in our

experiment did not veridically reproduce the inefficient variation in the input, but tended

to consistently deviate from the input toward more efficient linguistic systems. In fact,

60% of learners of the flexible constituent order language converged on output languages

that had zero conditional entropy about grammatical function assignment. This behavior

is atypical given that prior work in miniature artificial language learning has found that

adult learners generally match the input they receive (Hudson Kam & Newport, 2005,

2009; Tily et al., 2011). These studies, however, differ from present work in several

important respects.

First, a large body of work suggests that learners are not likely to introduce innova-

tions into perfectly consistent languages (traditionally used to study the relationship

between language learning and language structure), at least not within the short amount

of time spent in the laboratory (e.g., Christiansen, 2000; St Clair et al., 2009; Tily et al.,

2011). Unlike these studies, our input languages incorporate variability, somewhat remi-

niscent of the situation of a pidgin, to make learning biases manifest within the short

period of time available in an experiment.

Studies using the paradigm similar to ours, in which learners are exposed to lan-

guages where several grammatical structures are available to express the same mean-

ing, have produced somewhat mixed results with regard to adult learners’ behavior.

Adult learners tend to match the statistics of the miniature artificial grammar in exper-

iments of this type both in linguistic (Hudson Kam & Newport, 2005, 2009) and

non-linguistic (Ferdinand, Thompson, Kirby, & Smith, 2013) domains. For example,

Hudson Kam and Newport (2005) presented adults and children with miniature artifi-

cial languages that had fixed constituent order and unpredictable morphological varia-

tion: Nouns were followed by determiners (“ka” and “po”) that varied probabilistically

in the input. While young learners readily regularized the inconsistent input they

received and used one of the determiners in almost all of their productions, adults
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mostly reproduced the unpredictable variation present in the input. This bias against

deviating from the input can, however, be overcome in adult learners if input lan-

guages are fairly complex (e.g., languages in which learners need to keep track of

multiple frequencies simultaneously), while being still learnable within a short period

of time (Ferdinand et al., 2013; Hudson Kam & Newport, 2009).

Crucially, the miniature artificial languages used in our experiment were different from

those used in most previous work in that the design of our experiment provides a func-
tional motivation to deviate from the input. Our work thus adds to the growing body of

literature suggesting that in the presence of such motivation adult learners tend to deviate

from the input provided that the input languages are carefully designed to be complex

enough to observe such deviations (Culbertson & Legendre, 2010; Culbertson et al.,

2012; Fedzechkina et al., 2012; Hudson Kam & Newport, 2009).

4.3. The mechanism underlying learning outcomes

Our findings raise questions about the precise nature of the mechanism underlying

learners’ preferences to efficiently trade off cues to grammatical function assignment.

The learning outcomes in our experiment closely resemble the patterns found in online

productions of adult speakers (Aylett & Turk, 2006; Frank & Jaeger, 2008; Gomez Gallo,

Jaeger, & Smyth, 2008; Jaeger, 2010; Kurumada & Jaeger, 2015; Lindblom, 1990; van

Son & Pols, 2003; van Son & van Santen, 2005). Particularly relevant to the work pre-

sented here is a recent study by Kurumada and Jaeger (2015). They found that speakers

of Japanese were more likely to produce object case marking when sentence properties

(such as animacy of the object or plausibility of grammatical function assignment) were

likely to bias the listener away from the intended interpretation. This suggests that learn-

ers’ preferences in our experiments could originate in the human production system (see

also Norcliffe & Jaeger, 2015, for similar evidence from optional head-marking in Yuca-

tec Maya; for a cross-linguistic review, see Jaeger & Buz, in press).

It is also possible that the patterns observed in our experiments originate in learning that

is not specific to production: Learners may have misinterpreted some of the sentences they

were exposed to, altering the characteristics of the input from which they learned. Where

might such “misinterpretations” arise? One possibility is that learners might have misinter-

preted some of the sentences during initial perception (cf. Guy, 1996; Ohala, 1989). A

promising account along these lines is presented by simulations of case marking and con-

stituent order interactions (Lupyan & Christiansen, 2002; Van Everbroeck, 2003). For

example, in Van Everbroeck’s simulations, the model was trained to determine grammatical

function of each sequentially presented word in a sentence. When tested on previously

unseen non-case-marked sentences, the model performed well on most fixed constituent

orders, but showed somewhat poorer performance at discriminating constituents in fixed

SOV order. For flexible constituent order languages, however, the model could not reliably

distinguish between constituents in the absence of other cues to grammatical function

assignment (e.g., case). Adding case marking dramatically improved network performance.

Thus, the perceptual account can explain several cross-linguistic universals: the trade-off
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between case and constituent order (Blake, 2001; Sapir, 1921) as well as the prevalence of

case marking in verb-final languages (Dryer & Haspelmath, 2011; Greenberg, 1963).

How likely is such an account to explain our results? On the one hand, the rarity of

object-before-subject sequences in English (the native language of our learners) is likely

to further increase error rates for OSV sentences (Christianson, Hollingwoth, Halliwell, &

Ferreira, 2001; Ferreira, 2003). On the other hand, two properties of our experimental

design make an account that grounds misinterpretations in perception somewhat implausi-

ble. First, unlike the connectionist simulations described above, the meaning of the train-

ing sentences was always illustrated by the accompanying video in our experiment,

thereby unambiguously conveying the intended grammatical function assignment. Recall

that sentence descriptions were played as the action unfolded, thus making it less proba-

ble that learners have formed incorrect interpretations of sentence meaning based on the

novel descriptions alone. Second, there was no time pressure. This makes it somewhat

unlikely that misinterpretations during perception were sufficiently frequent to create the

observed effect.

It is, however, possible that “misinterpretations” arise later during memory encoding or

retrieval. A recurring finding in verbal and non-verbal short-term memory is that items

interfere with each other during encoding and retrieval (Jonides et al., 2008). This inter-

ference is increased if the items that need to be retrieved or encoded are in some way

similar to each other (e.g., structurally, semantically, spatially, etc.). This type of interfer-

ence has been shown to affect sentence comprehension as well (Lewis, 1996; Lewis &

Nakayama, 2001; Lewis, Vasishth, & Van Dyke, 2006; Van Dyke & Lewis, 2003).

Increasing syntactic or semantic similarity between the target and preceding or following

material poses additional difficulty during retrieval (as manifested in longer reading times

and increased comprehension errors). Since all visual referents in our experiment were

human and male, it is likely that participants experienced this type of interference and

thus misassigned grammatical roles in a certain number of trials. Such misassignments

could have introduced changes into the input distribution when it was consolidated in

memory. We note, however, that any explanation along these lines would need to be

extended further to also capture the findings from optional case marking in both miniature

and natural languages (Fedzechkina et al., 2012; Kurumada & Jaeger, 2015; Lee, 2006),

whereas these findings follow straightforwardly under the hypothesis that learners are

biased toward communicatively efficient languages.

The hypothesis that the outcomes observed in our experiment arise outside of the pro-

duction system (whether in perception or memory) is broadly compatible with functional

theories of efficient communication. It complements work that has focused on the organi-

zation of human production system as the locus of biases for efficient communication

(e.g., Aylett & Turk, 2004; Jaeger, 2013; Kurumada & Jaeger, 2015; Lindblom, 1990).

4.4. The scope of explanation

While the main focus of this study is on the interaction between constituent order and

case marking, the arguments presented here can be extended beyond these particular cues
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to grammatical function assignment. This view can be summarized as a more general

implicational universal concerning the trade-off between cues to grammatical function

assignment proposed in the functional literature (Bates & MacWhinney, 1982, 1989;

Giv�on, 1991), which is also broadly compatible with information-theoretic accounts (e.g.,

Gibson et al., 2013; Jaeger, 2006, 2013; Levy, 2005). If an existing cue to grammatical

function assignment is highly informative, other cues would be redundant and thus could

be omitted; if existing cues do not contain enough information to successfully communi-

cate who is doing what to whom in a sentence, additional cues should be recruited to

maintain successful communication.

In this broad interpretation, this view captures the avoidance of excessive redundancy

in encoding grammatical function assignment cross-linguistically: While natural languages

employ a variety of strategies to identify the subject and the object of the sentence (e.g.,

constituent order, case marking, agreement, prosody, animacy, etc.), it is highly

uncommon to consistently employ all attested means of grammatical function assignment

within the same language. Our account also makes explicit predictions for languages that

go against the correlation between constituent order flexibility and the presence of case,

such as some highly flexible constituent order languages that have no case marking (e.g.,

Abkhaz, Papago). Such languages are expected to have cues other than case marking to

encode grammatical function assignment. Indeed, natural languages typically preserve the

distinction between the subject and object in the sentence (Wasow, 2015) and often

recruit such cues as animacy (Prat-Sala & Branigan, 2000), agreement (Siewierska,

1998), or pragmatic information (Mithun, 1987) when constituent order is flexible.

Note that while we argue against excessive unnecessary redundancy in linguistic sys-

tems, some amount of redundancy is expected under our account (for a related discussion,

see also Piantadosi, Tily, and Gibson 2011a). Human communication takes place in the

presence of noise. Thus, listeners need to infer the speaker’s intended message from mul-

tiple probabilistic cues, each of which can be corrupted during its transmission via the

noisy channel with a certain probability. For example, case markers and constituent order

might not be successfully perceived every time—they can be lost or misheard. This has

consequences for when case marking would be expected in a language. Even when con-

stituent order is highly informative, case marking will often further increase robust infor-

mation transmission (especially in those cases when the message is less expected). This

might explain why fixed constituent order languages sometimes have case and agreement

systems (Siewierska, 1998) or why many languages with optional case marking (e.g.,

Japanese, Korean, Hindi) will optionally mark both grammatical subjects and objects (for

a review, see Malchukov, 2008).

5. Conclusion

To summarize, our findings suggest that the well-documented inverse correlation

between constituent order flexibility and the presence of a case system can be explained

by learners’ preference for grammatical systems that encode linguistic information effi-
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ciently. More generally, our results provide additional support for the hypothesis that at

least some cross-lexical and grammatical properties of languages represent efficient trade-

offs between effort and robust information transmission (Maurits, Perfors, & Navarro,

2010; Piantadosi, Tily, & Gibson, 2011b; Qian & Jaeger, 2012). Our results also con-

tribute to a growing body of work demonstrating the potential of using miniature artificial

language learning to study the relationship between learning biases and language struc-

tures.
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Notes

1. Throughout this paper, we use the term “language universals” to refer to cross-lin-

guistic generalizations regardless of whether they are statistical or absolute.

2. We focus exclusively on one function of case and constituent order—encoding of

grammatical function assignment—even though both cues typically convey addi-

tional information in natural languages (Du Bois, 1987). An example is Japanese,

in which some case markers are associated with focus, topic, or discourse-marking

(Shimojo, 2006; Yatanabe, 1999), or Russian, where constituent order can express

pragmatic information (Yokoyama, 1986).

3. This inverse relation is by no means absolute. For example, though rare, there are

some languages that arguably have fixed constituent order and case marking such

as Icelandic (Kiparsky, 1997). The existence of exceptions does not, however,

argue against the existence of statistical tendencies. There is also a substantial num-

ber of languages with flexible constituent order that employ means other than case

to mark grammatical relations (e.g., head-marking in many Balkan languages;

Friedman, 2006). This is compatible with the perspective we explore here, which

predicts a trade-off between different means of encoding grammatical function

assignment. We return to this point in Section 4.4.

4. Our choice of complexity measure (e.g., syllable count vs. word count) does not

affect the results presented here since they are perfectly correlated in our language.

More generally, measures of complexity are typically highly correlated in natural

language as well (Szmrecsanyi, 2004).
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5. We make a simplifying assumption of noise-free recognition of word sequences

and case marking. However, the perspective assumed here is readily extendable to

a more plausible assumption of noisy acoustic input and noisy recognition (e.g.,

Kleinschmidt & Jaeger, 2015; Levy, 2011; Levy, Bicknell, Slattery, & Rayner,

2009; Norris & McQueen, 2008).

6. See Chapter 2 in Fedzechkina (2014) for data from a language with flexible but

informative constituent order (75/25% SOV/OSV), which provides further support

for the conclusions drawn here.
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